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Key steps for Supervised Deep Learning

Neural Network (NN) Model Creation Operating Mode

Clean, label data

Build NN topology

5

4

Convert NN into 

optimized code for MCU

Deploy application

on the field

Conceive &

Train NN Model

3
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• CIFAR-10 is a labeled subset of a 80 

million tiny images dataset

• 60,000 8-bit color images

• 50,000 training images

• 10,000 test images

• 32x32 pixel images 

• 10 classes each with 6,000 images

CIFAR-10 dataset
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Airplane Automobile CatBird

Frog

Deer

Dog TruckHorse Ship

Capture data

Clean, label data

Build NN topology



INT8 representation
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8b Add 

16b Add

32b Add

16b FP Add

32b FP Add

8b Mult

32b Mult

16b FP Mult

32b FP Mult

32b SRAM Read (8 KB)

32b DRAM Read Off-chip 640
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*Energy values from: Mark Horowitz, “Computing Energy Problem”, ISSCC 2014; 

Area values from: Synthesis with Design Compiler under TSMC 45 nm std_cells

**Agrawal et al., “Xcel-RAM: Accelerating Binary Neural Networks in High-Throughput SRAM Compute Arrays”, 2018

64×(1b MAC)**



How to productively 

deploy pre trained Neural 

Networks on off-the shelf 

micro controllers and 

sensors ?

TensorFlow Model

32-bit float numbers

TensorFlow Model

(.pb file)

Frozen Graph

(.pb file)

TensorFlow Lite

(.tflite file)

8-bit int

INT8 Quantization aware training

TensorFlow Lite converter

Post training INT8   quantization

Train

Export

Convert

or

Keras Model

32-bit float numbers

Keras Model

(.h5 file)

Train

32-bit float numbers

Check-points

Keras to TensorFlow Lite converter

32-bit float

Most adopted AI development flow

FP32/INT8 Conceive &

Train NN Model
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Python 

Developers

7M (2018) Java 

Developers

8M (Q3 2020)
AI 

Developers

22,000 to 

300,000

C/C++/C# 

Developers

11.6M (2018)

Source https://www.daxx.com/blog/development-trends/number-software-developers-world

*https://www.stateofai2019.com/chapter-6-the-war-for-talent/#:~:text=Estimates%20of%20the%20number%20of,AI%20originated%20in%20academia.

How to bridge the AI and embedded communities?

https://www.daxx.com/blog/development-trends/number-software-developers-world
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https://medium.com/@culurciello/analysis-of-deep-neural-networks-dcf398e71aae



NAS flow to support MCU deployability

model definition/

training (full or partial)

{quantization}

“analyze”

report

adjust/refine model 

(meta-parameter)

pre-trained

candidate model

train/validation

raw dataset

no

“validate”

yes

report
no

minimal representative

normalized validation dataset

Ready for deployment

select STM32 device, define performance/memory/inference

time budgets (including margin for APP RUNTIME).

targeted memory 

constraints ?

targeted inference 

time/ACC constraints ?

“generate”

csv, npy or

npz files

yes

X86 mode for ACC check

STM32 mode for ACC check and 

accurate inference time by layer 

Post-process scripts

Pre coarse inference-time 

evaluation is possible

T inf = MACC x k STM32 family
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TensorFlow Model

32-bit float numbers

TensorFlow Model

(.pb file)

Frozen Graph

(.pb file)

TensorFlow Lite

(.tflite file)

8-bit int

INT8 Quantization aware training

TensorFlow Lite converter

Post training INT8   quantization

Train

Export

Convert

or

Keras Model

32-bit float numbers

Keras Model

(.h5 file)

Train

32-bit float numbers

Check-points

Keras to TensorFlow Lite converter

qKeras

Keras Model

(.h5 file)
Mixed bit-depth

Quantization aware training

by layer deep quantization

32-bit float

DQNN design flow

FP32/INT8

INT1-32

Vizier



Founding requirements
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Sensors and OS Agnostic

AI Hub

Multiple Neural 

Networks

Choose your IDE

Compiler and Debugger 

Framework Independent

Deep 

Learning 

SW Solution

Interoperability

Pre-trained Neural Network models

Deep Learning framework dependent

GoogleEverybody else



X-CUBE-AI package
a STM32CubeMX additional sw

Importer
C-code 

generator

(optimizer)

Validation

engine

Device/Board

selector UI

IDE project

generator

AI UI

configuration

Clock/IP UI

configuration

X-CUBE-AI pack

(additional software)

console UI

logger

STM32 data 

base

.a

.c 

.h
generate

.a

.prj

complete IDE

project

X-CUBE-AI core

.c 

.h

.tpl

optional add-ons apps

• aiSystemPerformance

• aiValidation

AI

filter

STM32Cube™ MCU 

packages

x-cube-ai app

template
.c 

.h

STM32CubeMX

stm32ai (CLI)
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Convert NN into 

optimized code for MCU



• Arm® Cortex®-M4 core with 1 Mbyte of Flash 

memory and 128 Kbytes

• 64-Mbit Quad-SPI Flash memory

• Bluetooth® V4.1 module

• Sub-GHz (868 MHz or 915 MHz) low-power-

programmable RF module

• 802.11 b/g/n compliant Wi-Fi® module

• Dynamic NFC tag based on M24SR with its 

printed NFC antenna

• 2 digital omnidirectional microphones

• Capacitive digital sensor for relative humidity 

and temperature 

• High-performance 3-axis magnetometer 

• 3D accelerometer and 3D gyroscope

• 260-1260 hPa absolute digital output barometer 

• Time-of-Flight and gesture-detection sensor

STM32L4 Discovery kit IoT node

13

5

Deploy application

on the field
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